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Abstract

Recently the concept of a clarity score was introduced in order
to measure the ambiguity of a query in relation to the collec-
tion in which the query issuer is seeking information [Cronen-
Townsend et al. Proc. ACM SIGIR2002, Tampere Finland,
August 2002]. If the query is expressed in the “same language”
as the whole collection then it has a low clarity score, otherwise
it has a high score, where the similarity is the relative entropy
of the query and collection models. Cronen-Townsend et al.
show that clarity scores correlate directly with average preci-
sion, hence a query with a high clarity score is likely to produce
relevant documents high in a list of resulting documents. Other
authors, however, have shown that high precision does not nec-
essarily correlate with increased user performance. In this pa-
per we examine the correlation between user performance and
clarity score. Using log files from user experiments conducted
within the framework of the TREC Interactive Track, we mea-
sure the clarity score of all user queries, and their actual per-
formance on the searching task. Our results show that there is
no correlation between the clarity of a query and user perfor-
mance. The results also demonstrate that users were able to
slightly improve their queries, so that subsequent queries had
slightly higher clarity scores than initial queries, but this was
not dependent on the quality of the system they used, nor the
user’s searching experience.

Keywords: information retrieval, user study, entropy,
language models, clarity score

1 Introduction

Most of us have issued a query to a database and got
some unexpected results. For example, when issuing
the query “ACSW?” on the World Wide Web the high-
est ranking page returned may be Academic Software
Inc, rather than the home page for this conference as
may have been intended. In this case it is difficult for
the search engine to distinguish between the many
pages that contain the acronym ACSW in different
contexts: the query is ambiguous. If, however, we
issued the query against only “.edu.au” domains of
the web, then the top 50 pages, say, would all discuss
this conference. The query is only ambiguous with
respect to the collection on which it is issued.

The concept of a clarity score was recently intro-
duced in an attempt to quantify this type of ambigu-
ity in queries [Cronen-Townsend et al., 2002]. Simply
put, a clarity score is the difference between a prob-
abilistic model of the language used in the document
collection (for example, web pages on the www), and
a model of the language used in the query relative
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to the collection. If the models are similar, then the
query has a low clarity score: the query describes the
entire collection. If the models are disparate, then
the query identifies a subset of the collection which is
likely to be the answer set for the query.

Cronen-Townsend et al. use a simple language
model to implement their clarity scores, which
is explained in detail in Section 2.  They re-
port that their clarity scores correlate closely to
the average precision of ranked lists returned by
various search engines. Precision has long been
used as a metric for quantifying the performance
of search engines [Salton and McGill, 1983], and is
the main metric employed for evaluating systems
in the IR community [Voorhees and Harman, 1999,
Voorhees and Harman, 2000]. The precision of a sys-
tem for a particular query is the proportion of doc-
uments relevant to that query (as judged by some
third party) that appear in the ranked list. Preci-
sion can be calculated for any number of documents
in the list. For example “Precision at Ten” (p@10)
is the proportion of relevant documents in the top
10 of the result list. The quantity “Precision at
One” is either 1.0, if the top ranked document is
relevant, or 0.0 if the top ranked document is irrel-
evant to the query. Average precision is calculated
as the mean of all precision values calculated after
each relevant document in the ranked list. Typically,
IR systems are ranked against each other using the
mean of average precision (MAP) across fifty or more
queries [Voorhees and Harman, 1996].

In the last few years, however, some researchers
have shown that if users employ an IR system
with a high MAP score (the “Okapi” system) they
are not guaranteed to perform better than their
colleagues using a system with low MAP (“Co-
sine”) [Hersh et al., 2000, Turpin and Hersh, 2001,
Turpin and Hersh, 2002]. These experiments took
two IR systems, Okapi and Cosine, and ran the same
queries with a different group of users for each system.
Although the system with the higher MAP clearly re-
turned more relevant documents higher in the ranked
lists of results (as would be expected), the users still
managed to perform their tasks as effectively with
either system. Furthermore, the users did not notice
any significant difference in burden between using the
two systems.

The experiments were conducted as part of the
Interactive Track of the TREC conferences [Voorhees
and Harman 1999, 2000]. Briefly, Experiment 1 was
an instance recall task, where users were instructed to
find as many different answers to a question as pos-
sible in a 20 minute time limit [Hersh et al., 2000].
For example, “What tropical storms (hurricanes and
typhoons) have caused property damage and/or loss
of life?” For this experiment, a user’s performance
was quantified by instance recall: the number of dif-
ferent instances they found out of the total possible



number of known instances in the collection. The
collection used was a database of Financial Times
articles from 1991 to 1994, and contained 210,158
documents. There were six different questions, and
two sub-groups of users (postgraduate students and
librarians) [Hersh et al., 2000].

Experiment 2 was a question-answering task,
where users had 5 minutes to answer questions of the
type: “Which was the last dynasty of China: Qing or
Ming?” The collection used in these experiments was
larger, containing 978,952 documents from 6 different
newspaper collections. User performance on this task
was measured by whether they answered the ques-
tion correctly or not. There were eight different ques-
tions [Turpin and Hersh, 2001]. Mode detail of these
experiments are provided in Section 3

In both of these experiments, the users performed
equally well with both systems, despite the MAP
scores for the systems based on the queries issued
by the users being obviously (and statistically sig-
nificant) higher for the Okapi system. Given, then,
that MAP may not be a good predictor of user perfor-
mance with an IR system, and that clarity scores cor-
relate closely with average precision values, it remains
an open question whether clarity scores correlate with
user performance. If a user issues a query with a high
clarity score, are they more likely to fulfill their infor-
mation need more efficiently than a user who issues
queries with low clarity scores? This research investi-
gates whether clarity scores correlate positively with
user outcomes on the instance recall task and the sep-
arate question answering task. We aim to answer four
questions:

1. Was there a correlation between the number of
instances discovered in the instance recall task,
and the clarity score of the queries issued?

2. Were the clarity scores of queries issued by users
who answered the question correctly in the ques-
tion answering task higher than those who an-
swered the question incorrectly?

3. Did user’s clarity scores improve over the course
of the experiments as they formed a better inter-
nal model of the language used in the test col-
lections? If so, did the system they used affect
this?

4. Did librarians improve their queries more than
postgraduate students over the course of the ex-
periment?

2 Computing Clarity

Cronen-Townsend et al. define a “model” of a query
or a document as simply a probability distribution
over all terms in the collection. A term is a stemmed
(morphologically-normalised) version of a word, so
words like “search”, “searching”, and “searched” are
all represented by the single term “search”. A query
model, therefore, is a probability mass function pg
such that pg(t) is the probability of term ¢ occurring
in the query model. Similarly, pc is the collection
model and pp the model for a document D. The
clarity score is then the difference between the query
model and the collection model as measured by the
Kullback-Leibler divergence, or the relative entropy
of the distributions:

= Cralon p 205 )

clarity(Q

Another way of thinking of this divergence measure is
that it gives the average number of bits wasted if the

query is compressed using the collection model, rather
than the more accurate query model. A “clear” query
should identify some specific set of terms/documents
in the collection, rather than the entire collection, so
the more the query and collection models differ; the
higher the clarity score.

Computing clarity, therefore, requires estimating
the two distributions pg and pc. The easiest to esti-
mate is pc, as pc(t) is the probability of term ¢ oc-
curring in the collection. In data compression much
more complex models based on word and character
co-occurrence are often used, but Cronen-Townsend
et al. report that the simple zero-order Markov term-
based model gives a useful clarity score.

Estimating the query model, pg, is more involved.
A naive approach is just to use the same process as
that of estimating the collection model, a simple fre-
quency count of terms in the query. In the case of
queries with a small number of terms, like “ACSW?”
used in the introduction, however, the resulting model
is not very useful. In this instance, every pq(t) would
be zero except for pg(“ACSW?”), which would be one.
Moreover, it does not model the query with respect to
the collection; the very relationship the clarity score
is endeavoring to measure. What is more useful is a
query model defined in terms of the language used in
actual documents in the collection that contain the
query terms. Presumably these are the documents
most likely to be returned to the user, hence represent
the information contained in the collection relevant to
the query.

A next approximation at a query model, therefore,
is to sum all the document models for documents in
the set R of all documents that contain query terms:

= Z pp(t). (2)
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The probability pp(t) can be estimated by the relative
frequency with which term ¢ occurs in D. Cronen-
Townsend et al. also add an extra component to pp(t)
based on the frequency with which term ¢ occurs in
the whole collection, which has the effect of smoothing
out large fluctuations between documents, as follows:
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where )
+,p number of occurrences of term ¢ in D;

fp  number of terms in document D;

fi number of occurrences of ¢ in the collec-
tion; and

F total number of term occurrences in the
collection.

Using Equation 2, however, does not allow that
some documents are very good descriptions of the
query—for example, containing all of the rare query
words—while some may be very poor—containing only
a single, very common term from the query. In order
to boost the contributions of documents that closely
match the query, and degrade the contribution of
those that are not as closely related but still contain
at least one query term, Equation 2 is modified to

t)=>_ po(t)

DeR

x weight(D). (3)

The weight of a document in relation to the query @
is determined as the product of pp(q) for all query
terms ¢ in Q. For a document that contains all of the
query words, this weight will be high. If the docu-
ment contains all query terms numerous times, then
the weight will be even higher. For a document that



Clarity Original question User query

TRECS

Highest 1.100 How much sugar does Cuba export and which coun- import cuban sugarO
tries import it?

Lowest 0.248 Do any countries other than the U.S. and China have birth rate statistics
a declining birth rate?

TREC9

Highest  1.021  Which children’s TV program was on the air longer Mickey Mouse Club
the original Mickey Mouse Club or the original
Howdy Doody Show?

Lowest 0.257 howdy doody show

Table 1: Highest and lowest clarity scores for the two experiments.

contains only one of the query terms, most of the
contributions to the product are 0.4 times the rela-
tive frequency of the term in the collection, with a
small addition from the term itself, resulting in a low

weight.
Putting it all together, we have:
fe
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3 Interactive TREC Experiments

This section provides an overview of our past TREC
Interactive Track experiments, which provide a con-
text for the analysis reported in this paper. The
TREC Interactive Track is an activity within TREC
where research groups instruct human users to per-
form a designated user task. Each group uses the
same task, the same document collection and the
same information needs (“topics”). Once the experi-
ments are complete, the documents that users deem
relevant for each topic are sent to NIST for indepen-
dent relevance judgment. Upon return of the rele-
vance judgments, various metrics regarding the user’s
performance on the task can be calculated for each re-
search group.

The TREC-6 through TREC-8 Interactive Tracks
employed an instance recall task, where users were
asked to find “instances” relating to a topic within
a 20 minute period [Hersh and Over, 1999]. The
TREC-9 Interactive Track changed the user task to
question-answering, where users were required to give
explicit answers to topic questions within a 5 minute
period [Hersh and Over, 2000].

The goal of both of our experiments within this
framework was to assess whether IR approaches
achieving better performance in batch evaluations
could translate that effectiveness to real users. Both
experiments consisted of the following three stages.

Stage 1: batch experiments. This stage set out
to identify two ranking schemes using an underly-
ing retrieval engine based on the vector space re-
trieval model. The resulting two systems were dubbed
baseline and improved. The baseline system was
fixed as a basic Cosine TF-IDF weighting scheme.
The improved system was chosen as the system with
the greatest improvement in mean average precision
(MAP) over the baseline system as calculated from a
batch run of a set of topics against a document col-
lection. These batch runs were designed to mimic IR

experiments as they are typically reported in venues
such as TREC and SIGIR.

In order to find an improved system that would
be predicted to perform well on the actual data used
in the user experiments of Stage 2, the collection and
topics chosen for this stage were as similar as possi-
ble to the actual collections and topics used in the
Interactive Track experiments in the two subsequent
stages. The limitation, of course, was that only collec-
tions and topics that have relevance judgments can be
employed in batch experiments, so the actual topics
and collection could not be used. This process mimics
a “real world” application of IR batch experimental
results, where exact queries, and perhaps even collec-
tions, are not known in advance of a system being
deployed.

Stage 2: user experiments. Our user group was
composed of thirteen medical librarians and twelve
graduate students, mainly from the medical field.
Each user was asked to fulfill the requirements of each
search topic using one of the two systems in the al-
lotted time limit. The assignment of topic-system
pairs to each user was randomised subject to the con-
straints that each user answered the same number of
topics with either system, each topic was answered in
equal numbers by each system, and each topic was an-
swered by the same number of librarians and students.
Users were not aware which system was baseline and
which was improved, although they were aware that
they were using two different systems.

The interface provided was a simple Web-based
natural language searching interface to the MG sys-
tem [Witten et al., 1999] that was identical for all
users and systems. The single browser window con-
tained three frames: one a query entry box, the sec-
ond a list of document titles, and the third a display
area for the full text of a document. Users could enter
a query in the query box, whereupon a list of docu-
ment titles ranked in order of relevance according to
the weighting scheme of the appropriate system would
appear in the title list section of the window. The
user could then open the full text of the document by
clicking on its title. Users were required to record any
document they thought relevant to the topic both on
paper, and by clicking a “Save Document” button on
the browser window. All user actions were recorded
in a log file.

Stage 3: performance assessment. Upon receipt
of the relevance information from NIST, the user’s
performance with each system was calculated. Fur-
thermore, the batch experiments from Stage 1 were
performed on the actual topics and collections used
in the user trials of Stage 2. Examining the batch
results on the actual topics and collection used vali-
dates our original predictions of which system should
be chosen as the improved system in Stage 1.



3.1 TREC-8 instance recall results

The TREC-8 interactive track used the task of in-
stance recall to measure success of searching. Instance
recall was defined as the number of instances of a
topic retrieved [Hersh and Over, 1999]. Two exam-
ples are shown in Table 1; in this case each country
was an instance, and the proportion of instances cor-
rectly listed was instance recall. This was in contrast
to document recall, which was measured by the pro-
portion of known relevant documents retrieved. In-
stance recall is probably a more pertinent measure of
user success in this IR task, since users are less likely
to want to retrieve multiple documents covering the
same instances.

Stage 1 of this experiment identified the Okapi
weighting scheme [Robertson and Walker, 1994] as
the improved system, with an 81% improvement in
MAP over the baseline system. These batch ex-
periments were carried out on the same document
collection as the user experiments, the Financial
Times 1991-1994, using fourteen topics with relevance
judgments from the previous two TREC Interactive
Tracks, which also employed an instance recall task.
In Stage 2, twelve librarians and twelve graduate stu-
dents searched on each of the six topics. While users
of the Okapi-based system had 15% better instance
recall, all of the improved performance came from just
one of the six topics and the overall difference was not
statistically significant. Stage 3 of this experiment
verified that the performance of the improved system
over baseline held up (by 18%) with the new TREC-8
Interactive Track topics and relevance judgments.

3.2 TREC-9 question-answering results

In the TREC-9 Interactive Track, we asked the same
research question and applied the same methodology
with a different user task, and eight new topics on a
different collection. The new user task was question-
answering, with two different types of questions. The
first type of question required users to find a small
number of answers for a topic; for example, the num-
ber of parks in the United States containing Redwood
trees. The second type asked users to select the cor-
rect answer from two given; for example the third
query in Table 1.

As there was no previous Interactive Track
question-answering data to employ on Stage 1 of
our three step methodology, we performed the
batch experiments with all previous TREC top-
ics and relevance judgments (including the Interac-
tive, Ad Hoc, and Question Answering tracks). In
these experiments, the improved system was found
to be Okapi with a pivoted normalization compo-
nent [Singhal et al., 1996]. This approach achieved
over 65% improvement in MAP above the baseline
on the Question Answering Track data.

In the second stage, twelve graduate students and
thirteen librarians searched on each of the eight topics
using the same Web-based natural language searching
interface as described above.

For this task, assessors at NIST scored each an-
swer as being completely correct, partially correct, or
not correct, with the documents saved by the user
being judged as completely answering the question,
partially answering the question, or not answering
the question. For our preliminary analysis, a question
was deemed correct if the assessor found the answer
completely correct and the answer was supported by
all documents saved by the user. Using this perfor-
mance measure, the user’s rate of answering questions
correctly per the common protocol was a statistically
non-significant 6% lower with the improved system.
The final stage verified that the performance of the

TREC-8 Batch  User
MAP

Baseline system  0.2753 0.3230
Improved system 0.3239 0.3728
Change +18% +15%
TREC-9

Baseline system  0.2696  66%

Improved system 0.3544  60%

Change +32% 6%

Table 2: Original results from the 1999 and 2000
TREC Interactive Track user experiments which are
used for comparison with clarity scores in this pa-
per. TREC-8 user performance is measured in in-
stance recall, while in TREC-9, user performance is
measured in % questions answered correctly. None
of the changes reached statistical significance at the
p =0.05 level.

improved measure over baseline held up (by 32%)
with TREC-9 Interactive Track topics and relevance
judgments.

3.3 Summary

Table 2 summarises the results of these batch and
user experiments. The batch evaluations performed
in Stage 3 of each of the experiments confirm that
the systems performed differently in a batch setting
for both experiments as they are commonly measured
in venues such as TREC and SIGIR. We note that
the results were not statistically significant, but this
is not surprising due to the small number of topics.
Users, however, performed equally well with both sys-
tems, with paired t-tests indicating that any differ-
ences were likely due to chance. This statistical dif-
ference in the user studies is more meaningful than in
the batch environment since the analysis was based
on all user-system pairs and as a result has a much
larger sample size.

4 Methods

Each action by users in both the instance recall and
question answering experiments were logged in a file,
allowing us to go back and compute clarity scores for
all queries. We included data from 24 users in the in-
stance recall experiments, and 25 users from the ques-
tion answering task. In both experiments each user
issued about 3.5 queries on average for each question,
so to get a single clarity score for a user-question pair
we took either the maximum clarity score over the
user’s queries for that question, labeled MAX, or the
mean, labeled MEAN.

The highest and lowest clarity scores for both the
instance recall task (TRECS8) and the question an-
swering task (TRECY) are shown in Table 1.

In order to examine the relationship between in-
stance recall of users—the proportion of possible in-
stances they found for a question—and their clarity
scores, a correlation coefficient was computed over all
user-question pairs using the Pearson Product Mo-
ment Correlation.

For the question answering task, the mean clarity
score was calculated for each question over all user-
question pairs where the user had answered the ques-
tion correctly. Similarly, the clarity scores were aver-
aged for those user-question pairs where the user had
not answered the question correctly. A paired t-test
was then used to compare these six means. Note that



Question MEAN MAX
P p P p
4081 0.06 0.79 -0.18 041
414i -0.27 0.20 -0.40 0.06
428i 0.15 0.49 0.07 0.76
431i 0.18 0.39 0.13 0.55
438i 0.04 0.84 -0.20 0.35
4461 0.13 0.55 0.37 0.08
All 0.04 0.65 -0.05 0.56

Table 3: Correlation coefficients (p)for clarity scores
and instance recall values taken over all users using
both the MEAN and MAX methods for the TRECS
experiment. In each case n = 24.

two of the questions were excluded from this analysis
as no user answered them correctly.

To determine if user’s clarity scores improved over
the course of the experiments for each question, the
difference between the first query and subsequent
queries was taken and then averaged across all user-
question pairs. For example, if a user answering a
question issued five queries with clarity scores 1, 2, 3,
4 and 5 respectively, then four differences were gen-
erated: 2—1=1,3—-1=2,4—-1=3,and 5—-1=4.
These differences were then averaged over all user-
question pairs. This method is dubbed FIRST. The
difference between subsequent queries was also exam-
ined, called the LAST method. Using the same exam-
ple, the differences for this method would be would
be2—-1=1,3-2=1,4—-3=1and 5—-4 = 1.
These differences were also grouped by system, either
Cosine or Okapi, for both experiments, and by user
type for TRECS8 (librarian or postgraduate student).

5 Results

Table 3 shows correlation coefficients between the
clarity scores of user queries and their instance recall
performance. As can be seen there is no significant
correlation between the clarity score for a user’s query
and their ability to find instances relevant to the ques-
tion. Perhaps for question 414i using the MAX method
there would be a significant negative correlation if the
sample size was increased.

Tables 4 and 5 show the clarity score taken over all
users that answered each question correctly, or not.
A paired t-test between the two mean columns indi-
cates that there is no significant difference between
the clarity of queries issued by either group for both
methods of calculating clarity. That is, clarity scores
for queries by users who answered a question correctly
were the same as the clarity scores for those users who
did not answer the question correctly.

Now we shall turn our attention to quantifying the
degree with which users improved the clarity of their
queries over the course of the experiment. Figure 1
shows a plot of the mean difference in clarity for each
query using the FIRST method for differencing sepa-
rated by system. For example, the value shown for
“q4” is the mean of all differences between the clarity
value of the fourth query and the first query issued by
any user of that system. Hence a value above zero in-
dicates that the query has a higher clarity score than
the first query issued for that question, and a negative
value shows that the query has a lower score than the
first.

For the TRECS experiment, it seems that users of
the Okapi system were able to improve their queries
so that the fourth query had significantly higher
clarity than the first. Users of the Cosine system,
however, faired little better with subsequent queries
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Figure 1: Mean difference between subsequent user
queries using the FIRST method, where qx is query
number z. Error bars are one standard deviation.
For all cases n > 10.
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Figure 2: Mean difference between subsequent user
queries using the LAST method, where qx is query
number z. Error bars are one standard deviation.
For all cases n > 10.



Clarity

Correct Incorrect
Question Correct Incorrect Mean Stdev Mean Stdev
1 4 21 0.339 0.07I 0.393 0.085
2 5 20 0.363 0.076 0.336  0.035
3 0 25 — —  0.282 0.044
4 15 10 0.344 0.057 0.339 0.075
5 20 5 0.368 0.099 0.317 0.057
6 19 6 0.387 0.126 0.352 0.052
7 21 4 0.411 0.086 0.444 0.114
8 0 25 — —  0.362 0.067
Mean 0.369 0.353

Table 4: Mean clarity scores using the MEAN method for each user-question pair taken over all users who

answered the question correctly or not.

For each question n = 25. A paired t-test reveals no statistical

difference between clarity in the correct or incorrect columns (p = 0.210).

Clarity
Correct Incorrect
Question Correct Incorrect Mean Stdev Mean Stdev
1 4 21 0.395 0.117 0.499 0.171
2 5 20 0.429 0.149 0.426 0.147
3 0 25 — — 0.327 0.181
4 15 10 0.365 0.076 0.350 0.087
5 20 5 0.495 0.212 0.388 0.162
6 19 6 0.413 0.140 0.366 0.060
7 21 4 0.504 0.145 0.553 0.144
8 0 25 — — 0.493 0.138
Mean 0.433 0.430

Table 5: Mean clarity scores using the MAX method for each user-question pair taken over all users who

answered the question correctly or not.

For each question n = 25. A paired t-test reveals no statistical

difference between clarity in the correct or incorrect columns (p = 0.918).

over their first. Indeed as the number of queries in-
creased, the clarity of their queries decreased signif-
icantly. Given that clarity is correlated with pre-
cision [Cronen-Townsend et al., 2002], it seems that
users of the Cosine system would have to wade
through more and more irrelevant documents with
each query they issued. Surprisingly they could still
find as many instances relevant to the question as
their Okapi counterparts in the time limit of 20 min-
utes [Hersh et al., 2000].

In the TRECY experiment there was little to sep-
arate the systems, with neither the Okapi or Cosine
users able to do better than their first query.

Figure 2 shows the same figures calculated using
the LAST method. This demonstrates more clearly
than Figure 1 trends in user’s query formulation be-
haviour. On this figure, a query is an improvement
over the last if the error bars around a positive mean
do not include zero. Each query is not significantly
better than the previous, except for the fifth query in
TRECY using the Okapi system.

Figure 3 shows the differences in subsequent query
clarity scores separated by user type. In the TRECS8
experiment (instance recall) there were two user
groups: postgraduate students and librarians. From
the figure it seems that neither group outperformed
the other in refining their queries to match the collec-
tion using clarity score as the metric. Both groups im-
proved upon their first query with the second (“q2”).
The third query was poorer, on average, than the first
for librarians, while postgraduate students had no sig-
nificant change from the second. The fourth and fifth
queries issued were similar to the first (error bars in-
clude zero) for both groups, and it seems the sixth
was worse than the first for both groups.
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Figure 3: Mean difference between subsequent user
queries in the TRECS8 experiment separated by user
type using the FIRST (top) and LAST (bottom)
method, where qx is query number z. Error bars
are one standard deviation. For all cases n > 10.

6 Discussion

There is no correlation between user performance
and clarity score for the two tasks we exam-
ined. This is unsurprising, as a strong cor-
relation between MAP and clarity scores has
been reported [Cronen-Townsend et al., 2002], and
there is no correlation between MAP and user
performance in our data [Turpin and Hersh, 2001,
Turpin and Hersh, 2002].

Perhaps more interesting is the analysis of the
change in clarity of user’s queries over time. It seems
that generally the second query issued by a user had a
higher clarity score than the first, but after that fur-
ther queries did not improve in clarity score. This
is despite the users issuing on average 3.5 queries
per question, and having time to read through docu-



ments returned from the search engines to get a feel
for the language of the collection. There is a hint in
the TRECS experiment that users of the Okapi sys-
tem, that returned more relevant documents higher
in the ranked list of documents, may have been able
to modify their queries more effectively than users of
the Cosine system.

There was no evidence to suggest that experienced
searchers (librarians) were better at improving their
queries with repeated searches than less experienced
searchers (postgraduate students).

Another observation that arises from this work is
that all of the clarity scores are fairly low, the maxi-
mum being 1.1. Cronen-Townsend et al. report clar-
ity scores of 3.0 and above. Perhaps the questions
asked in these two experiments were hard to answer,
relative to the collections employed.
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